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Abstract— Actions performed in the context of a joint ac-
tivity comprise two aspects: functional and communicative.
The functional component achieves the goal of the action,
whereas its communicative component, when present, expresses
some information to the actor’s partners in the joint activity.
The interpretation of such communication requires leveraging
information that is public to all participants, known as common
ground. Humans cannot help but infer some meaning – whether
or not it was intended by the actor – and so robots must be
cognizant of how their actions will be interpreted in context.
In this position paper, we address the questions of why and
how robots can deliberately utilize this communicative channel
on top of normal functional actions to work more effectively
with human partners. We examine various human-robot inter-
action domains, including social navigation and collaborative
assembly.

I. INTRODUCTION

A current research topic of interest is collaborative be-
havior for robots working together closely with humans
on a joint activity, such as collaborative furniture assembly
(Figure 1). A great deal of attention has been paid to what
actions to perform [8, 1] and when to perform them [5, 3]
in order to complete a cooperative task. Often underappre-
ciated, however, is the implicit communication that occurs
as a result of that action situated in context. Humans are
adept at performing inference as a consequence of observing
actions and drawing on common ground – in fact, they
instinctively perform this inference, thus reading additional
meaning about the intent of an action [2], and many people
treat information gleaned in this manner as though it had
been stated outright. In this position paper, we argue that to
be successful in a joint activity with humans, robots must
be cognizant of what messages they will convey from any
potential action, and they must select an action that not only
achieves the functional goal, but does so in a manner that
communicates appropriate information.

This concept is identified by various terms in differing
contexts. In robot motion, including reaching [4] and social
navigation [12], it has been termed legibility. In linguistics,
it has been termed conversational implicature [7], for which
we provide a primer in Sec. III. In each of these cases, the
meaning is extracted by leveraging common ground.

In this paper, we contribute:

• a unifying theory of how and why people piggy-back
information on top of functional behaviors, and

• example applications of the theory.
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Fig. 1: Robots that collaborate with humans, such as in an
assembly task [9], must consider the correctness of both the
functional and communicative aspects of their actions.

II. FOUNDATIONS

In the course of a joint activity, a person takes a series of
actions a1, a2, . . . , an ∈ A, each of which accomplishes both
functional and communicative goals to varying degrees. If
we consider these actions out of context, each is drawn from
a distribution P (A), agreed upon by all parties, describing
the frequency with which various actions occur. Even if we
restrict the scope of a to actions that accomplish a particular
goal, there may be many possible actions to choose from.

Implicit communication is achieved by an actor selecting
an action a such that P (a) is small. Note that large P (a)
would never be interpreted as communicative because it is
expected and thus unnoteworthy. A fuller discussion of these
principles can be found in Sec. V. We introduce a context
model M as a set of facts that captures information about
the environment and the individuals’ knowledge. Knowledge
that all people know they all share is public knowledge, Mpub

– this is common ground. Other knowledge is known to be
known only by some subset of the participants; q’s private
knowledge is denoted Mq

priv .
Suppose that Alice hopes to convey some information,

m ∈ MAlice
priv , to Bob without resorting to saying it explic-

itly. She selects an action a such that P (a|m,Mpub) �
P (a|Mpub). Since Bob determines a to be an improbable
action given what he knows, Bob thus infers that there must
be some additional unknown factor m∗ that explains a. He
then proceeds to infer

m∗ ← argmax
m∈M

P (a|m,Mpub), (1)

for some scope of reasonable contexts M , and thus concludes
that m∗ ∈ MAlice

priv holds.



We expand on these ideas and provide examples in later
sections of this paper, but first we take a brief diversion to
introduce a concept from linguistics in order to unify it with
notions that have been recently studied in robotics.

III. IMPLICATURE PRIMER

In this section, we give a brief background on conver-
sational implicature. We seek to draw parallels between
implicature and other methods of coded communication of
interest in robotics. Implicature comes from pragmatics, the
linguistics subfield that studies the usage of language in
context. Basic meaning that is expressed and understood by
speech acts is through entailment – that is, ideas that logically
and unavoidably follow from the words chosen by a speaker.

With implicature, in contrast, the speaker implicates (i.e.
implies or suggests) an idea without explicitly stating it. It is
a frequent phenomenon in English, first described by Grice
[7]. Consider this example from Lappin and Fox [11]:

Ann: Do you sell paste?
Bill: I sell rubber cement.
implicature: Bill does not sell paste.

An attribute of conversational implicature in particular is
that it is concealable – that is, there exists a phrase that,
when appended to the sentence, cancels the meaning of the
implicature. From the above example, “Bill: I sell rubber
cement, which is what you really need for your application.”

When it comes to dialog, people have varied and complex
motives for implicating meaning rather than entailing it,
including politeness, sophistication, succinctness, and social
group cohesion. A detailed consideration of these objectives
is beyond the scope of this paper.

Grice’s cooperative principle states, “Make your conver-
sational contribution such as is required, at the stage at
which it occurs, by the accepted purpose or direction of the
talk exchange in which you are engaged” [7]. Indeed, the
cooperative principle bears more than a passing similarity
to the pedestrian bargain of Wolfinger [14], which entreats
one both to behave competently and to trust others to behave
competently. These principles are both forms of the rational
actor assumption.

A vital component of conversational implicature is pro-
vided by the four Gricean Maxims, which describe speech
that obeys the cooperative principle. The four maxims are

1) Maxim of Quantity: make your contribution as infor-
mative as is required (but not more so).

2) Maxim of Quality: Make your contribution one that is
true.

3) Maxim of Relation: Be relevant.
4) Maxim of Manner: Be perspicuous. Avoid obscurity or

ambiguity; be brief and orderly.
Other maxims have also been proposed, such as “Be

polite.” Because adherence to the cooperative principle is
assumed, utterances can be interpreted in light of these
maxims. A speaker can therefore deliberately flout one of the
maxims (an improbable action) in order to convey that he is
employing implicature. Returning to the previous example,
Ann must apply the following inference steps to conclude
that Bill does not carry paste.

1) Contextual premise: it is mutual, public knowledge that
Bill has complete knowledge of the items he sells.

2) Contextual premise: there is no contextual relationship
linking sales of paste and rubber cement (inclusive or
exclusive).

3) Assume Bill follows the cooperative principle and
maxims.

4) By (1), Bill can fully resolve Ann’s question, and by
(3), he will.

5) Only the propositions that Bill does or does not sell
paste can completely resolve the question.

6) By (2), there is no way to infer from Bill’s answer
the proposition that he does sell paste. The cooperative
principle forbids obfuscation. Thus, Bill has flouted the
maxim of relevance.

7) Therefore, we conclude that Bill does not sell paste.
Conversational implicature is absent when all the maxims

are satisfied. One indicates the use of implicature by selecting
an action to deliberately flout one of the maxims, or when
two maxims conflict and cannot both be satisfied with a
single utterance.

An example of the latter occurs in the following exchange:
Mark: Where is the cat?
Sue: The cat is in the hamper or under the bed.
implicature: Sue does not know where the cat is.

Because Sue does not know where the cat is, providing
either location alone would violate the maxim of Quality.
However, providing both locations conflicts with the maxim
of Quantity because the cat is in at most one of the stated
locations. Sue chooses to flout the maxim of Quantity.

Let us now consider the purpose for which people choose
to employ tools like implicature and legibility when perform-
ing actions as part of a team.

IV. PURPOSES OF COMMUNICATIVE ACTION

Humans are able to express a multitude of ideas “in code”,
by means other than explicit natural language statements.
The primary motivation for encoding communication by
embedding it in functional actions is that such communica-
tions, being implicit, are often much more efficient. Message
categories include expressing intent, coordinating plans, and
conveying information. Broadly, these categories all fulfill
the role of setting expectations.

Social navigation is the most superficial form of interac-
tion, and yet it is rife with implicit communication. For ex-
ample, in social navigation, the objective is to avoid collision
with co-inhabitants of the space and reach one’s destination.
Combined, these objectives comprise the navigator’s intent.
Collision avoidance is only the barest definition of correct
navigation – it alone would not be judged as competent
behavior by fellow pedestrians [13]. Competence demands
that we convey our intended trajectory to nearby observers.
We trust in return that they will convey their intent to us.
Such intent-expressive actions minimize the global uncer-
tainty about future motions of the agents (humans or robots)
in the scene, leading to smooth and stable motion. In the
absence of social trust, people begin to behave defensively,
and the efficiency of motion drops globally in response.
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Fig. 2: Among the set of all actions a ∈ A that accomplish
a task, each can be assigned a likelihood of being observed
in general, as distinct from in a specific context, P (a|M).
The most likely actions are predictable, whereas we say that
the least predictable actions are legible. Since these actions
don’t ordinarily occur outside of context M , they probably
were selected specifically to send a message.

Coordination among team-mates engaged in a joint activ-
ity requires setting expectations of future actions. Consider
the simple example of Steve and Cathy assembling furniture
together, in which a number of screws must be inserted
and tightened. Steve might pick up the screwdriver, which
achieves the functional objective of readying Steve to tighten
screws. In context, the action also implies that Cathy should
gather screws for insertion in order to help. Since Steve
is cooperative, Cathy knows that once she begins to insert
screws, Steve will fulfill his implicit promise to tighten them.

Beyond forecasting actions, team-mates might also try to
convey information about their capabilities. In our model,
adjustments to capabilities are an investment whose purpose
is to adjust the distribution of future P (a|M) in order
to obtain a more appropriate interpretation of action a by
the observer. As robots penetrate more deeply into human
domains, it will be increasingly necessary for them to care-
fully calibrate the expectations of humans around them [10].
Robots may appear quite intelligent or human-like in certain
respects that may elevate expectations undesirably in other
areas. For example, some robots are already imbued with
limited natural language processing capabilities, yet humans
will likely find discourse with a robot one-dimensional due
to limitations in gesture recognition, gaze detection, and
context modeling. Properly setting expectations allows robots
to avoid disappointing human team-mates.

V. METHODS OF COMMUNICATIVE ACTION

In Sec. II, we propose a trigger mechanism for detecting
the existence of a communicative component of an action, as
well as a method of inferring the meaning of the message.
Here, we expand on that discussion.

For functional reasons like energy efficiency, we tend to
prefer some actions over others that achieve the same effect,
leading to the phenomenon that only a few different actions
comprise the majority of observations. The entropy of this
distribution over functionally-equivalent actions indicates
how much information is conveyed in expectation when one
action is chosen. However, some actions, being much less
likely, inherently convey less information, and others more.
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Fig. 3: The red, navigating agent (human or robot) selects
an action a. Out of context (top), the red agent (human or
robot) is not avoiding an obstacle, and so the probability of
expending needless extra energy is low. In the case of an
oncoming blue agent (the context m), the likelihood of the
oblivious action P (a0|m) is low due to social norms, despite
being low energy. Conversely, the normally-improbable act
of spending extra energy becomes probable in this context.
An observer who sees only the red agent can infer m from
observing a3.

These action categories are given the names predictable and
legible, respectively (Figure 2).

When improbable actions occur, people tend not to in-
terpret them as a fluke. Rather, they assume that some
additional (perhaps unknown) information (drawn from com-
mon ground) helps to explain the actions and make them
probable in context (Figure 3). This reasoning is called
teleological or goal-directed [2]. Since it is apparently innate
in humans, robots can readily exploit it to communicate
intent to humans.

In fact, teleological reasoning is a double-edged sword.
Robots that act purely functionally and do not consider the
way that their actions will be interpreted by humans risk
sending essentially random messages encoded through this
mechanism. This effect can easily lead to confusion and
mistrust on the part of human partners on a team. We can
therefore conclude that teleological reasoning will become a
compulsory component of autonomous social robots.

Echoing the Gricean Maxims of conversational implica-
ture, we formulate a set of maxims for motion:

1) Maxim of Efficiency: Be parsimonious.
2) Maxim of Motion: Do not collide with objects or

obstruct another agent’s motion.
3) Maxim of Manner: Be perspicuous and orderly.

These maxims readily come into conflict where multiple
agents are present. Much as in the case of implicature, the
actor will choose to deliberately flout one of the maxims
– typically Efficiency – in order to obey the cooperative
principle. It is only by considering the collision-avoidance
context that an observer is able to appreciate that by taking
an exaggerated trajectory such as a3 in Figure 3, that the
global welfare is improved, as measured by increased energy
efficiency and decreased uncertainty.

VI. OTHER EXAMPLES
Let us consider again the joint assembly activity in which

Steve and Cathy cooperate to build furniture. Many forms
of communicative action arise. One class of actions studied
recently by Dragan, Lee, and Srinivasa [4] involves reaching



motions. Among parts cluttering a table, Steve has to pick up
a particular one. The shape of his reaching trajectory may or
may not inform Cathy about Steve’s intent. A direct reaching
motion is predictable (high probability) and therefore not
very communicative. A curved trajectory, in contrast, helps
Cathy to identify the target of Steve’s reach before he gets
there. Much like the social navigation trajectories in Figure 3,
more curved trajectories are less probable out of context due
to the extra energy they expend. Like in social navigation,
an observation of a curved trajectory indicates that the actor
is trying to avoid a particular target – in this case because
his goal is another target. Cathy’s ability to interpret Steve’s
intent becomes important if Steve’s goal is out of reach,
in which case his motion becomes a gesture indicating his
objective, forming an implicit help request to Cathy.

Teams exchange implicit information in cooperative games
as well, when the rules forbid free exchange of information.
For example, the bidding conventions of contract bridge
allow partners to exchange information about the respective
strengths of their hands and arrive at an appropriate contract.

Finally, among married couples, this type of implicit com-
munication eases across all modalities (speech, gesture, gaze,
etc.) because spouses develop extremely sensitive models
of P (a|M), due to familiarity. Remarkably sophisticated
notions can be conveyed by careful action selection in almost
any context. We have considerable work before robots can
achieve this level of understanding of individual people.

VII. DISCUSSION

Conversational implicature and legibility, though seem-
ingly different domains, are connected by techniques of
encoding and decoding meaning using teleological inference.
These methods rely heavily on common ground to provide
clues about when a message is encoded on an action and
what information the message contains. The inference pro-
cess can be quite complex in real-life situations. Particularly
in the case of implicature, many rules must be brought to
bear in order to correctly interpret what is being implicated,
Goodman and Stuhlmüller [6] show promising early results
in modeling a simple form of implicature and performing
inference by model inversion.

Interestingly, Knepper et al. [9] show a similar model-
inversion approach employed by a robot to generate clear
and unambiguous natural language that does not leverage
implicature. In this case, the dual components of the robot’s
action are reversed. The primary role of the action is commu-
nicative speech, in the form of a help request. The implicit
dual component of the action is functional in that a human
hears the request and renders assistance.

In the coming years, modeling of implied meaning, includ-
ing through implicature and legible motion, will become an
increasing focus within robotics. This direction will drive the
need for improved modeling of common ground. A major
hurdle to performing these inferences on robots in real-
world situations is salience – the robot must perform a fairly
undirected, brute-force search in order to discover which
elements of the context are applicable. Humans, in contrast,
seem to learn filters and partially pre-compute functions

to expedite real-time inference in ambiguous situations, but
these processes are not yet understood.
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