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Abstract—Human communication is highly multimodal, in-
cluding speech, gesture, gaze, facial expressions, and body lan-
guage. Robots serving as human teammates must act on such
multimodal communicative inputs from humans, even when the
message may not be clear from any one modality alone. In this pa-
per, we explore a method for achieving increased understanding
of complex, situated communications by leveraging coordinated
natural language, gesture, and context. These three problems
have largely been treated separately, but unified consideration of
them can yield gains in comprehension [11, 1]. We develop and
present a novel model for incorporating context and coincident
speech to better understand a wider class of gestures. We show
preliminary results demonstrating the capability of our system to
provide reasonable descriptions of gestural examples from classes
both known and unknown to the system, and conclude with a
discussion of the future directions of the project.

I. INTRODUCTION

Human communication is highly multimodal, including
speech, gesture, gaze, facial expressions, and body language.
Robots serving as human teammates must act on such mul-
timodal communicative inputs from humans, even when the
message may not be clear from any one modality alone. In
this paper, we explore a method for achieving increased under-
standing of complex, situated communications by leveraging
coordinated natural language, gesture, and context. These three
problems have largely been treated separately, but unified con-
sideration of them can yield gains in comprehension [11, 1].

Gesture recognition has been an area of investigation from
the early days of computer vision, but modern gesture recog-
nition systems remain fragile. Most approaches focus on speed
and accuracy of recognition, but they remain restricted to
a fixed gestural lexicon [6, 22, 16, 2, 7, 12] and cannot
recognize gestures outside of a small pre-trained set with any
accuracy [13, 2].

Our work departs from this traditional model in that the
set of gestures it can recognize is not limited to the gestural
lexicon used for its training. Even in simplified domains, naive
classifiers can fail to recognize instances of trained gestures
due to human gestural variability. Humans resort to gesture
when speech is insufficient, such as due to inability to recall
a word, inability to be heard, or inadequate time to formulate
speech. For these reasons, gesture is prevalent in human
discourse. Yet gestures defy attempts at canonical classification
both due to variations within and among individuals and due

to their subjective interpretations. We define the unfamiliar
gesture understanding problem: given an observation of a
previously unseen gesture (i.e. a gesture of a class not present
in any training data given to the system), we seek to output a
contextually reasonable description in natural language of the
gesture’s intended meaning.

This problem is an instance of the machine learning problem
of zero-shot learning, a burgeoning area of machine learning
that seeks to classify data without having seen examples
of its class in the training stage. Most prior work in the
area [17, 9, 15] makes use of a multimodal dataset to perform
the zero-shot task. However, the zero-shot task has not yet
been demonstrated for gestural data. In the related one-shot
learning task, gesture understanding has been shown from only
one example of a given class in the training stage [20, 19, 18].
The primary drawback of such approaches is their reliance on a
fixed lexicon of gestures. We remove this drawback by creating
a novel multimodal embedding space using techniques from
convolutional neural nets to handle variable length gestures
and allow for the description of arbitrary unfamiliar gestural
data.

The ChaLearn 2013 multi-modal gesture recognition chal-
lenge explored techniques for increasing the robustness of
understanding by combining gesture and text [5]. However,
the entries still only recognize a small fixed set of gestures.

Other work in situated multimodal understanding systems
has been limited to combining simple diectic (pointing) ges-
tures with speech, to differentiate among a small set of referent
objects [3]. These pointing gestures represent a small and
relatively simple subset of human gestures. In this paper,
we contribute a novel approach to understanding unfamiliar
language, gesture, and context in order to be able to understand
diverse and varied gestures.

II. APPROACH

Two key insights of our approach to derive meaning
from unfamiliar gestures are to recognize physical similarities
among gestures by commonalities in their constituent “sub-
gestures,” and to leverage redundant information contained in
simultaneous, situated speech and gesture. We begin with some
intuition for these two insights.

First, whereas gestures with similar high-level physical
form do not always have similar meanings, many gestures



with related meanings share common “sub-gestural” motion
components. For instance, pushing and pointing gestures both
involve an outward motion, indicating a semantically-related
position away from the gesturer.

Second, a common mode of gestural use in conversation
is to add redundancy to spoken information to increase the
chance of the speaker’s meaning being correctly inferred.
For example, when giving instructions, a speaker may make
gestures that represent physically the actions their words
describe. By sampling coincident speech and gesture in a
variety of contexts, we can therefore construct from experience
an approximate partial map between the meanings of the two
modes of communication.

These two insights combined allow us to understand unfa-
miliar gestures. First, we can exploit the structural similarity
of gestures with related meanings to map an unfamiliar gesture
to a location in an embedding space of gestures that reflects its
relation to other gestures we have previously seen. We can then
use this placement and the partial map between gestures and
speech that we have established during training to determine
a reasonable meaning for the unfamiliar gesture.

A. Details

Our approach is built around a multi-stage pipeline which
takes individual gestures formatted as RGB-D data as its input
and outputs a natural-language description of the gesture. The
stages of the pipeline are as follows, in order:

1) Gesture Embedding: The first step of our approach is
to create an embedding space mapping gestures to the corre-
sponding words. For a gesture g encoded as a series of RGB-D
frames, we first compute a discrete wavelet transform vector
~ψg of g, by creating windows of 120ms, each overlapping
by 20ms, and taking the discrete wavelet transform of each
window.

We then use ~ψg as the input to a neural network composed
of two 1-D convolutional layers separated by a max pooling
layer to allow for variable-length inputs, and followed by three
fully-connected layers. We assume that there exists a bag of
words W = { ~w1, . . . , ~wk} associated with each g, where each
~wi is encoded as a vector in a pre-trained word embedding
(in particular, we use Word2Vec [14]). At training time this is
given; in practical usage we aim to recover this bag of words.
As such, we train the network to minimize the following loss
function, where f is the function computed by the network:

L( ~ψg,W ) =

∥∥∥∥
∑

~wi∈W ~wi

k
− f( ~ψg)

∥∥∥∥ (1)

This loss function is simply the norm of the difference between
the centroid in the pretrained word embedding space of the
words corresponding to g and where in this space f places
g. In other words, we learn a mapping which places gestures
closest to those words most strongly associated with them.

In usage, we compute f( ~ψg) and examine its k nearest
neighbors in the word embedding space to approximate the
set of words most strongly associated with g.

2) Salience Heuristic: Although the above multimodal em-
bedding produces a set of candidate words to describe a
gesture, it does not take into account any notion of dynamic
context, i.e. context from specific, recent interactions. We
propose a simple salience heuristic to filter down the set of
possible descriptor words as the final stage in our pipeline.
This heuristic, which is inspired by Eldon et al. [3], imposes an
ordering on the candidate descriptors by computing a variant
on the common tf-idf metric [10] for each. This variant is a
direct analogue of tf-idf for the gestural context, and computes:

S(w) =
(
1 + log

(∑m
i=1

1
i Iw(Oi)

))
·
(
log
(
1 + N∑N

i=1 Iw(Ci)

))
(2)

where the Oi are the m most recent bags of words recorded
by the system (in the order of recording), the Ci are bags
of words associated with known (training) gestures, Iw(x) is
an indicator function that is 1 if word w is present in bag
of words x, and 0 otherwise, and N is the total number of
known gestures. This heuristic therefore favors words which
have recently been relevant to gestures used in the current
conversation (i.e. favoring topic continuity) while avoiding
words which are relevant to a large number of gestures and
are therefore unlikely to be very specific descriptors of a given
gesture. If the embedding in Section II-A1 returns k possible
descriptors, the top ` < k according to their ranking by S are
chosen for the final output of the system.

III. RESULTS

We have conducted preliminary experiments assessing the
performance of both the zero-shot learning model and the
salience heuristic.

A. Zero-Shot Model
Input Output

Syringe:
{

“syringe”, “blood”, “plunger”,
“liquids”, “barrel”

}

Syringe (open) Syringe (closed)

Straight Scissors:
{

“scissors”, “blades”, “cutting”,
“surgical”, “grasping”

}

Scissors (open) Scissors (closed)

Fig. 1. The output of our zero-shot learning system for both known (syringe)
and unknown (straight scissors) classes of gesture.

We trained our zero-shot model on a subset of the data
from Guyon et al. [8] consisting of surgical hand signals. We
refer to this subset as a “meta-class”, as it contains several
classes of gestures and is thus a class of classes. As these
data did not include the language accompanying the gestures,
we created a set of plausible accompanying words for each
gesture, constructed by randomly sampling salient words from
a textual description of the object or action indicated by each
class of gesture.

Figure 1 shows an example of our results using this subset.
We withheld all examples of the “straight scissors” class from
the training process. After training, we evaluated the per-
formance of the model at generating reasonable descriptions



for gestures from both the known and unknown classes. As
shown in Figure 1, we are able to successfully generate sets
of words describing each gesture, regardless of whether or not
the gesture’s class was present in the training data.

Given that the goal of our system is to produce a “rea-
sonable” (as judged by humans) description for an unfamiliar
gesture, we believe that the best means of evaluation for
our system is direct human assessment. However, these are
preliminary results, and we have not yet conducted a human
evaluation study (we discuss plans for such a study in Sec-
tion IV). The results in the below table show two means of
automatic assessment. First, we compute the average Haus-
dorff distance between the bag of words output by our system
for an instance of the held-out gesture class and a bag of words
generated by a human for the same gesture. The properties of
the Hausdorff metric ensure that outputs are penalized both
for including irrelevant words and excluding relevant words.
This method provides insight into the performance of our
system, but is ultimately insufficient. We measure the distance
between words as distance between their corresponding word
vectors in the word2vec embedding space. While this space
has been shown to possess certain algebraic properties and
place some similar words close together in the embedding
space (e.g. Mikolov et al. [14]), it does not necessarily position
words in such a way that their relative distance is meaningful.
The second automatic means of assessment that we present in
the below table is qualitative; we list a subset of the words
output for the held-out gesture, for human judgment.

Meta-Class (Held-
out Class)

Avg. Dist. Salient Descriptors

Surgical (Scissors) 0.2828 “cutting”, “pliers”,
“blades”

Although we only show results for a single held-out class
here, we note that holding out several classes from the training
process produced lower-quality results. Given that our training
dataset was very small (approx. 100 gesture examples, total),
we attribute this drop in performance to this change causing
the system to have insufficient training data. We propose a data
collection experiment to remedy this problem in Section IV-B.

B. Salience Heuristic


“scalpel” “medical”
“surgical” “forceps”
“various” “cutting”
“blade”



Input

sort w ∈
Input by S(w)

choose
top k
words
from

sorted input

{
“scalpel” “cutting”
“blade”

}Output

Fig. 2. The output of our salience heuristic on an example “conversation”.

To test the performance of our salience heuristic, we con-
structed a set of “conversations” composed of a sequence of
simulated past outputs of our system and a simulated output
of our zero-shot model (as the next element in the sequence).
We then applied our salience heuristic to these data, and

qualitatively assessed the results in terms of the salience of
the words selected. We show an example of these results in
Figure 2. The result shown is for a shortened conversational
sequence due to space constraints; we assessed the system
on longer sequences. As shown, we succeed in selecting
descriptors which are more recently relevant and more relevant
to the conversation overall.

These preliminary results establish the viability of our ap-
proach. We are able to generate a set of reasonable descriptors
for unfamiliar gestures without losing the capability to do
so for gestures in training classes. Further, we are able to
remove contextually irrelevant words from the generated set
of descriptors to improve the overall accuracy of the final set
of descriptors. This set is useful for understanding the meaning
of gestures.

IV. PLANNED FUTURE WORK

Fig. 3. An example experimental scenario. If the user makes the dynamic
gesture shown and issues the request “Can you hand it to me?”, our system
should be able to disambiguate both the referent object and desired action.

As the above results are preliminary, we have several
experiments scheduled to be completed, as follows:

A. End-to-End Object Identification

The most important experiment for our system is a full-scale
end-to-end verification of its functionalities. We intend to do
so by training our proposed zero-shot model on more subsets
of the ChaLearn 2011 dataset and running the entire system
(as detailed in Section II), on a Rethink Robotics Baxter robot
(pictured in Figure 3). We will be able to capture the empirical
performance of our system in a realistic scenario by using
Baxter to perform an object identification task. The human
user will indicate to Baxter through various blends of speech,
speech and gesture, and independent gesture the object which
they wish to obtain (e.g. with an ambiguous phrase such as
“the red one” and an accompanying gesture to indicate that,
of the available red objects, they mean a hammer). We will
assess Baxter’s performance at identifying the correct object
both in the presence and absence of gesture to better quantify



the contribution of our system’s abilities. As we are aware of
no direct baselines (i.e. no other systems capable of performing
zero-shot learning on gestures), we will compare our system
to the current state of the art in gesture recognition and natural
language understanding (e.g. [11, 21, 23, 22]), trained on the
same data as we use to train our system.

This experiment should provide useful data on the viability
of our system for use in real-world robotic applications. Fur-
ther, by tweaking the parameters of our model during separate
repetitions of this experiment, we can gain greater insight
into the performance characteristics and areas of strength
or weakness of our system. For example, by removing the
salience heuristic, we can determine how well the embedding
performs on its own. By changing the dataset used for training,
we can establish the generality of our approach. Finally, by
substituting the features used to describe gestures in the input
to our embedding space and retraining the embedding, we
can further tailor our selected features to provide optimal
performance.

As mentioned in Section III, the best means of assessing
our zero-shot model is direct human rating of the quality of
its output. Although participants in the real-robot study will
be asked to provide ratings of the quality of Baxter’s overall
performance, we believe that it is important to evaluate each
component of the system in isolation. We will use a large-
scale Amazon Mechanical Turk study to obtain ratings of
the quality of the output of our zero-shot model in terms
of its applicability to the relevant gestural input and its
comprehensibility. We will seek ratings of the quality of our
model’s outputs both in isolation and relative to the output of
several baselines: state of the art gesture recognition systems
(e.g. [21, 23, 22]) and randomly selected bags of words drawn
from the overall corpus of speech associated with each gesture.

B. Multimodal Corpus Collection

A dearth of multimodal data limits the development of
algorithms for situated gesture and language understanding.
Guyon et al. [8] and Escalera et al. [4] have provided a
good starting point, but we see possible improvement in areas
such as the artificial nature of the gestures contained (i.e., the
performers were instructed to gesture) and the dataset’s focus
on beat and emblematic gestures. We plan to complete an
experiment to collect a new gestural dataset for use in training
our model and eventually for public release.

Participants in the experiment will be placed in pairs in a
room. The room will contain two tables and two small blinds
concealing papers in front of each subject. One participant,
the builder, will be given origami paper, and the other, the
instructor, will receive a set of intentionally vague instructions
for folding origami. The participants will be told that the
instructions have been algorithmically generated, and that we
wish to test their correctness and interpretability. By conceal-
ing the true purpose, this pretense ensures that the gestures
produced are natural. The instructor will be asked to convey
the directions for constructing the origami to the builder, using
any speech or gestures desired, but without showing the other

participant their instructions. The participants’ speech and
gestures will be recorded by microphones and Kinect sensors.

Based on a pilot trial of this study, we believe that it will
result in a large quantity of high-quality iconic and metaphoric
gestures and their accompanying speech. These recordings will
be manually segmented and annotated by users on Amazon
Mechanical Turk and used for further training and analysis.
This annotated corpus will be publicly released to accompany
the final paper.

We believe that this gestural data collection experiment has
high potential for both immediate direct impact and longer-
term indirect impact. The obvious benefit of the experiment
is that it provides us with more data to use in training.
By increasing both the quantity and quality of our training
data, we hope to be able to attain better performance at the
unfamiliar gestures task. More broadly, however, the collected
dataset will enable further studies to be conducted by both
our lab and other researchers. The dataset is intentionally
general — nothing in its framing or collection is inherently
robotics-specific. This generality makes the dataset potentially
interesting to researchers across the fields of psychology,
computer vision, machine learning, HCI, HRI, and general
robotics. The data collected will be realistic, as participants
will be kept oblivious of the true purpose of the study, and no
special effort will be made to elicit or force gestures. While
the task is artificial, it still represents a realistic example of
a collaborative problem-solving task. We intend to release the
collected dataset to the public, enabling these and further uses.
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